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Validation of Finite Element
Predictions of Cartilage Contact
Pressure in the Human Hip Joint
Methods to predict contact stresses in the hip can provide an improved understanding of
load distribution in the normal and pathologic joint. The objectives of this study were to
develop and validate a three-dimensional finite element (FE) model for predicting carti-
lage contact stresses in the human hip using subject-specific geometry from computed
tomography image data, and to assess the sensitivity of model predictions to boundary
conditions, cartilage geometry, and cartilage material properties. Loads based on in vivo
data were applied to a cadaveric hip joint to simulate walking, descending stairs, and
stair-climbing. Contact pressures and areas were measured using pressure sensitive film.
CT image data were segmented and discretized into FE meshes of bone and cartilage. FE
boundary and loading conditions mimicked the experimental testing. Fair to good quali-
tative correspondence was obtained between FE predictions and experimental measure-
ments for simulated walking and descending stairs, while excellent agreement was ob-
tained for stair-climbing. Experimental peak pressures, average pressures, and contact
areas were 10.0 MPa (limit of film detection), 4.4–5.0 MPa, and 321.9–425.1 mm2,
respectively, while FE-predicted peak pressures, average pressures, and contact areas
were 10.8–12.7 MPa, 5.1–6.2 MPa, and 304.2–366.1 mm2, respectively. Misalignment
errors, determined as the difference in root mean squared error before and after align-
ment of FE results, were less than 10%. Magnitude errors, determined as the residual
error following alignment, were approximately 30% but decreased to 10–15% when the
regions of highest pressure were compared. Alterations to the cartilage shear modulus,
bulk modulus, or thickness resulted in �25% change in peak pressures, while changes in
average pressures and contact areas were minor ��10% �. When the pelvis and proximal
femur were represented as rigid, there were large changes, but the effect depended on the
particular loading scenario. Overall, the subject-specific FE predictions compared favor-
ably with pressure film measurements and were in good agreement with published experi-
mental data. The validated modeling framework provides a foundation for development
of patient-specific FE models to investigate the mechanics of normal and pathological
hips. �DOI: 10.1115/1.2953472�

Keywords: hip, finite element, biomechanics, pressure film
ntroduction

It is estimated that 3% of all adults over the age of 30 in the
nited States have osteoarthritis �OA� of the hip �1�, causing pain,

oss of mobility, and often leading to the need for total hip arthro-
lasty. Considerable clinical, epidemiological, and experimental
vidence supports the concept that mechanical factors play a ma-
or role in the development and progression of OA �2–5�. For
xample, it has been demonstrated that a combination of duration
nd magnitude of contact pressures and shear stresses on the ac-
tabular and femoral cartilage of hips with acetabular dysplasia
an predict the onset of OA �6,7�.

The ability to evaluate hip joint contact mechanics on a patient-
pecific basis could lead to improvements in the diagnosis and
reatment of hip OA. To this end, both experimental and compu-
ational approaches have been developed to measure and predict
ip contact mechanics �e.g., Refs. �6,8–14��. Experimental studies
ave been based on either in vitro loading of cadaveric specimens
8,10,13,14� or in vivo loading using instrumented femoral pros-
heses implanted in live patients �11,15–17�. While in vitro experi-
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mental studies have provided base line values of hip joint contact
pressure, testing protocols are inherently invasive, mechanical
data are limited to the measurement area, and specific joint pa-
thologies cannot be readily studied. The use of instrumented pros-
theses represents the current state of the art for experimental study
of in vivo hip mechanics �11,15–17�. However, the method is
highly invasive and existing data are from older patients who have
already been treated for advanced OA. There are no experimental
methods available to assess hip contact mechanics noninvasively
on a patient-specific basis.

Computational modeling is an attractive alternative to experi-
mental testing since it is currently the only method that has the
potential to predict joint contact mechanics noninvasively. Prior
computational approaches have included the discrete element
analysis �DEA� technique �18–20� and the finite element �FE�
method �9,12,21�. These models have proven useful in the context
of parametric, phenomenological, or population �generalized pa-
tient model� based investigations. However, their ability to accu-
rately predict patient-specific contact mechanics is questionable
due to oversimplification of joint geometry and an absence of
model validation �18–20�.

Before computational models can be applied to the study of
patient-specific hip joint contact mechanics, it is necessary to
demonstrate that the chosen modeling strategy can produce mod-
els with accurate predictions and that the sensitivity of model

predictions to variations in known and unknown model inputs is
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uantified �22�. To fulfill these requirements we developed a
ubject-specific hip joint FE model �i.e., a FE model that is cre-
ted from a single cadaver hip joint�. Specifically, the objectives
f this study were �1� to develop and validate a subject-specific
E model of hip joint contact mechanics using experimental mea-
urements of cartilage contact pressure under physiological load-
ng and �2� to assess model sensitivity to several measured and
ssumed model inputs.

ethods
A combined experimental and computational protocol was used

o develop and validate a subject-specific FE model of a 25 year
ld male cadaveric hip joint �body weight=82 kg�. The joint was
creened for OA and the cartilage was determined to be in excel-
ent condition �Tonnis Grade 0� �23�.

Experimental Protocol. All soft tissue with the exception of
rticular cartilage was removed. The acetabular labrum was dis-
ected free from cartilage. Kinematic blocks were attached to the
emur and pelvis for spatial registration between FE and experi-
ental coordinate systems �24�. The blocks were used to define

natomical axes for referencing joint loading angles using Berg-
ann’s coordinate system definition �15,16�. A volumetric CT

can of the hip was obtained �512�512 acquisition matrix,
20 mm field of view, in-plane resolution=0.625�0.625 mm2,
.6 mm slice thickness� using a Marconi MX8000 CT scanner
Phillips Medical Systems, Bothell, WA�. The femur was dislo-
ated from the acetabulum to ensure separation between the ac-
tabular and femoral cartilage in the image data. A solid bone
ineral density phantom �BMD-UHA, Kyoto Kagaku Co., Kyoto,

apan� was included to correlate CT voxel intensities with calcium
quivalent bone density �25,26�. The aforementioned scanner set-
ings produce thickness errors of less than 10% for simulated car-
ilage �27� and bone �25� when geometry is at least 1.0 and
.75 mm thick, respectively.

Experimental loading was based on published data for in vivo
ip loads �15,16�. Bergmann et al. reported hip joint anatomical
rientations �flexion, abduction, and rotation� and equivalent hip
oint forces �magnitude and direction� during routine daily activi-
ies for four patients with instrumented femoral prostheses
15,16�. Data for their “average patient” �mean data for the four
atients analyzed� were used in the present study to simulate
alking, stair-climbing, and descending stairs. A custom loading

pparatus was developed to apply the kinematics that corre-
ponded to these loading conditions �Fig. 1�.

The iliac crests of the pelvis were cemented into a mounting
an in neutral anatomical orientation �anterior iliac spine in plane
ith plane of pubis symphysis �15,16�� and attached to a lockable

otation frame �Fig. 1 left�. The rotation frame was flexed and
bducted relative to the vertical axis of the actuator to simulate the
rientation of the equivalent hip joint force vector for each load-

ig. 1 Experimental setup for loading of hip joint. Left: Sche-
atic of lockable rotation frame and cement pan used to con-

train and orient the pelvis relative to the actuator plane.
iddle: Femur pot attached to a lockable ball and socket joint.
ight: Pressure sensitive film, cut into a rosette pattern, on the
urface of the femoral cartilage. Polyethylene sheets were used
o keep the pressure film dry.
ng scenario. The femur was potted and attached to a lockable ball
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joint �Fig. 1 middle�. Three-dimensional orientation of the joint
was achieved by flexing, abducting, and rotating the femur rela-
tive to the pelvis. Equivalent joint reaction force angle and ana-
tomical orientation were confirmed by digitizing the loading fix-
ture surfaces �joint force� and planes of the kinematic blocks
�anatomical orientation� using a Microscribe-3DX digitizer �Im-
mersion Corp., San Jose, CA� with a measured positional accu-
racy of �0.085 mm �28�. The digitized points were fit to planes,
and angles between the planes were calculated. The orientation of
the pelvis and femur fixtures was adjusted until the directions of
the joint reaction force vector and anatomical orientation angles
were within �1 deg of those reported by Bergmann’s average
patient.

Low range �1.7–10 MPa�-pressure sensitive film �Sensor Prod-
ucts Inc., Madison, NJ� was used to measure joint contact pres-
sures. Preliminary testing assessed the efficacy of two other
ranges of film before choosing the low range film. Both superlow
�0.5–1.7 MPA� and medium films �10+ MPA� were tested. The
superlow film was nearly completely saturated following loading,
which indicated that nearly all of the recorded pressures were
�1.7 MPa. On the other hand, the medium range film �10+
MPA� only indicated minuscule areas where pressures were
�10 MPa. Prior to dissection, different film sizes were cut into a
rosette pattern using a knife plotter. The film size that maximized
contact area and minimized overlap was chosen �Fig. 1 right�.
Small notches were cut in the anterior, posterior, and medial as-
pects of the rosette to reference the location of contact pressures
relative to the hip joint.

Peak loads for each activity were simulated by displacing the
femur into the acetabulum at a constant rate. For each activity, the
rate of actuator displacement was adjusted until peak loads were
achieved within 0.33 s, representative of the time required by the
average subject reported by Bergmann et al. �15,16�. Three to four
cycles of preconditioning were necessary to obtain the correct
displacement rate. The pressure film was then attached to the head
of the femur between sheets of polyethylene. Planes of the kine-
matic blocks were digitized to establish an experimental coordi-
nate system in neutral orientation. The femur was then displaced
into the acetabulum until the target load was achieved. The actua-
tor was returned to its starting position at the same displacement.
The three notches on the film were digitized. The specimen was
allowed to recover between trials for over 100 times the interval
that was needed to reach peak load. The entire protocol was re-
peated three times for each loading scenario. The films were
stored in a dark location for 48 h following testing �29� and then
scanned and converted to digital grayscale images. An indepen-
dent calibration curve was established to relate pixel intensity to
pressure �30�.

Computational Protocol. Commercial software was used to
segment surfaces of the cortical bone, trabecular bone, cartilage,
and kinematic blocks in the CT image data �AMIRA 4.1, Mercury
Computer Systems, Boston, MA�. Splines representing the outer
surface of cortical bone were obtained from automatically thresh-
olded images �25�. Cartilage was segmented from air using a
threshold value that resulted in the greatest accuracy for recon-
structing simulated cartilage in a phantom based imaging study
�27�. The boundary between trabecular and cortical bone was seg-
mented both automatically and semiautomatically. When cortical
and trabecular bone blended together in the image data they were
manually separated.

Triangular surfaces were generated for each structure from the
segmented image data using the marching cubes algorithm �31�.
The outer cortical surface facets were decimated to achieve a
polygon surface discretization that was consistent with our previ-
ous study �25�. Cartilage surfaces were decimated and smoothed
slightly to remove visible triangular irregularities and segmenta-
tion artifact. The triangular surface mesh for cortical bone was

converted to a quadratic three-node shell element mesh
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25,32–34�. Position dependent shell thickness was assigned to
ach node, based on the distance between adjacent trabecular bone
oundary nodes �25�. The resulting pelvis and femur cortical
eshes consisted of 13,562 and 4196 elements, respectively �Fig.

�, representative of the mesh density that has been shown to
roduce accurate predictions of cortical bone strains in prior pel-
ic FE modeling �25�. The interiors of the cortical shell meshes
ere filled with tetrahedral elements to represent trabecular bone
f the femur and pelvis �25�. The final pelvis and femur trabecular
one tetrahedral meshes consisted of 227,108 and 82,176 ele-
ents, respectively, which was consistent with our prior study of

elvic FE modeling �25�.
Acetabular and femoral cartilage surfaces were imported into

E preprocessing software �TRUEGRID, XYZ Scientific, Liver-
ore, CA� and hexahedral element meshes were created. Conver-

ence studies were performed by increasing the number of ele-
ents through the thickness of the cartilage incrementally while

he overall aspect ratios were held constant by adjusting the in-
lane mesh resolution. The meshes for acetabular and femoral
artilage were considered converged if there was less than a 5%
hange in contact area, peak pressure, and average pressure be-
ween subsequent meshes.

Cartilage was represented as an incompressible, neo-Hookean
yperelastic material �35� with shear modulus G=6.8 MPa �36�.
ncompressibility was enforced using the augmented Lagrangian
ethod �37�. Cortical bone was represented as hypoelastic, ho-
ogenous, and isotropic with elastic modulus E=17 GPa and
oisson’s ratio �=0.29 �38�. Trabecular bone was represented as

sotropic hypoelastic with �=0.20 �26�. An average elastic modu-
us was calculated for each tetrahedral element using empirical
elationships from literature �25,26� and the BONEMAT software
39�. Overlap between the shell and tetrahedral elements �25� was
ccounted for by assigning an elastic modulus of 0 MPa to all
etrahedral elements that shared nodes with shell elements.

To establish the neutral kinematic position for each loading
cenario, the FE model was transformed from the CT coordinate
ystem to the appropriate experimental reference system �24�.
odes superior to the pelvis cement line, those residing within the

acroiliac �SI� and pubis joint, and those inferior to the cement
ine of the potted femur were defined rigid according to anatomi-
al boundaries determined experimentally. The rigid femur nodes
ere constrained to move only in the direction of applied load,
hile the nodes at the pubis, SI, and cement line were fully con-

trained. The mortar method was used to tie acetabular and femo-
al cartilage to the acetabulum and femoral head, respectively
40,41�. Contact between the femoral and acetabular cartilage was
nforced using the penalty method �42�. All analyses were per-
ormed using NIKE3D �42�.

Sensitivity Studies. Sensitivity studies were performed to in-

ig. 2 Left: FE mesh of the entire hip joint in the walking kine-
atic position. Right: Close-up at the acetabulum. Triangular

hell elements indicate cortical bone. Cartilage was repre-
ented with a hexahedral element mesh, with three elements
hrough the thickness.
estigate how changes in assumed cartilage material properties,
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thickness, and FE model boundary conditions affected predictions
of cartilage contact mechanics. The base line cartilage shear
modulus was altered by �1 SD �G=10.45 and 2.68 MPa� using
standard deviations for human cartilage �43�. To ascertain the ef-
fects of the assumption of cartilage incompressibility, bulk to
shear modulus ratios of 100:1 ��=0.495� and 10:1 ��=0.452�
were analyzed. To account for differences in segmentation thresh-
old intensity between real and simulated cartilages �27�, the base
line threshold value used to segment cartilage was adjusted by
�50%. Updated cartilage FE hexahedral meshes were generated
based on these surfaces. To quantify the effects of model bound-
ary conditions, three separate cases were analyzed: �1� bones were
assumed rigid, �2� the rigid constraint at the pubis joint was re-
moved, and �3� trabecular bone was removed so that deformation
of only the cortical bone was considered. Separate models were
generated for each loading activity, yielding a total of 27 models.

Data Analysis. A program was developed to compare FE-
predicted cartilage contact pressures with results from pressure
sensitive film. The program allowed for the investigation of two
types of error: �1� misalignment between FE and experimental
results and �2� differences in the magnitude of contact. First, the
program converted the grayscale images of pressure to fringed
color using the calibration curve. Next, FE pressure predictions
were transformed into a synthetic film image with the same di-
mensions, including rosette cuts, as the pressure films. Surface
nodes of the femur cartilage FE mesh were fit to a sphere and then
flattened by a spherical-to-rectilinear coordinate transformation.
The synthetic image was aligned with the pressure film image
using the experimentally digitized notches on the pressure film.
The rosette cuts on the experimental film were duplicated in the
synthetic FE pressure film image by moving the FE pressure re-
sults circumferentially, according to the wedge angle of the ro-
sette. Separate synthetic FE images were created and aligned for
each experimental image since the pressure films were not placed
in the exact same anatomical position between loading trials. Fi-
nally, a difference image between each synthetic and experimental
image was created by subtracting the corresponding pixel
intensities.

A root mean squared �RMS� error criterion was used to assess
the degree of similarity by comparing pixel intensity values be-
tween FE and experimental images. Only those pixel intensities
within a user specified range were compared. This range was
taken as the full sensing range of the film �1.7–10 MPa� but was
also determined for smaller 2 MPa bins of pressure to assess the
ability of the FE models to predict pressures within specific
ranges. Further constraints were made in the calculation of RMS
error because, in this study, the experimental film data were con-
sidered the “truth.” Specifically, if a pixel in the synthetic FE
image indicated a pressure within the specified range but the cor-
responding experimental film pixel did not, then the pixel was not
included in the calculation. However, if an experimental pixel was
within the range but its corresponding FE pixel was not, then the
pixel was included.

Misalignment error was also distinguished from magnitude er-
ror. Misalignment error could occur due to fitting the FE mesh to
a sphere, from inaccurate digitization of the notches used to align
the results or from FE model inaccuracies. Misalignment error
was quantified independently by calculating the RMS error real
time while the synthetic FE image was rigidly rotated about a
spherical coordinate system. The rotations required to minimize
RMS error, along with the recalculated anterior, posterior, and
lateral positions of the notches, were recorded. Misalignment error
was then expressed as the difference in pre- and postalignment
RMS errors whereas magnitude error was taken as the postalign-
ment error.

Peak pressure, average pressure, contact area, and center of
pressure �COP� were calculated for each experimental film and

synthetic FE image after the synthetic FE films were aligned with
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xperimental images to minimize RMS error. FE peak pressure
as determined by recording the maximum FE pressure value
ithin the region of experimentally measured contact. Experimen-

al peak pressures were calculated as the maximum experimental
lm pixel intensity. Pixel intensities that indicated pressures
ithin the film range �1.7–10 MPa� were used to determine FE

nd experimental average pressures. Contact area was calculated
y multiplying the number of pixels within the detectable pressure
ange of the film by the area of each pixel �0.0154 mm2�. The
OP was found by determining the center of the image, which
as weighted according to pixel intensity. The difference in the

enters of pressure between images �FE synthetic film COP
experimental film COP� was expressed as the anatomical differ-
nce in anterior/posterior and medial/lateral positions over the de-
ectable range of the film.

Similar analyses were performed for the sensitivity studies.
irst, a base line image was created for each base line FE model
rom which subsequent sensitivity study predictions were com-
ared. RMS errors were calculated per above. Changes in peak
nd average pressure, and contact areas were calculated per the
ethodology discussed above, but a larger pressure range was

sed �0.5–10 MPa� since the pressure range was no longer lim-
ted by the film. For the cartilage sensitivity studies, percent
hanges in peak pressure, average pressure, and contact area were
eported as combined results from the three loading scenarios ana-
yzed. For the boundary condition sensitivity studies, results were
eported as percent changes with respect to each loading scenario.

esults

FE Mesh Characteristics. Cortical bone thickness in the pelvis
nd femur averaged 1.8�0.8 mm and 2.9�2.3 mm, respectively.
he resulting trabecular bone moduli in the pelvis and femur av-
raged 270�188 MPa and 295�198 MPa, respectively. Three
lements through the cartilage thickness were necessary to yield
onverged FE predictions. The final mesh for acetabular and
emoral cartilage consisted of 15,000 and 23,415 elements, re-
pectively �Fig. 2�. Cartilage thickness in the acetabular and femo-
al cartilage meshes was 1.6�0.4 mm and 1.5�0.5 mm, respec-
ively, as estimated using the cortical bone thickness algorithm
25� �Fig. 3�. The final FE model consisted of �400,000 elements
Fig. 2�, and each analysis took on the order of 2 h of wall clock
ime.

Peak Pressure, Average Pressure, and Contact Area. Experi-
ental pressures ranged from 1.7 MPa to 10.0 MPa �range of film

etection�. All pressure films recorded pressures at the upper limit
f film detection �10 MPa�. However, less than 5% of the total
ixels fell into this category. FE predictions of peak pressure were

Fig. 3 Contours of cartilage thickness. Femo
anterormedial and superior regions, respectiv
0.78 MPa, 12.73 MPa, and 11.61 MPa for walking, descending

51008-4 / Vol. 130, OCTOBER 2008
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stairs, and stair-climbing, respectively. Experimental average pres-
sure and contact area ranged from 4.4 MPa to 5.0 MPa and from
321.9 mm2 to 425.1 mm2, respectively, while FE predicted aver-
age pressure and contact area ranged from 5.1 MPa to 6.2 MPa
and from 304.2 mm2 to 366.1 mm2, respectively �Fig. 4�.

Contact Patterns. The experimental pressure recordings re-
vealed bicentric patterns of contact during simulated walking and
descending stairs and a more or less monocentric pattern during
simulated stair-climbing �Fig. 5 top row�. Experimental pressure
distributions were similar during simulated walking and descend-
ing stairs, with a horseshoe shaped bicentric contact pattern di-
rected anterorlaterally to posterormedially. When the femur was
rotated internally during simulated stair-climbing the contact pat-
tern was oriented in a lateral to medial direction �Fig. 5 top row�.
Overall, the magnitude and location of FE-predicted contact pres-
sures corresponded well with experimental measures. However,
experimental bicentric contact patterns during simulated walking
and descending stairs were not predicted by the FE models �Fig. 5
middle row�.

Patterns of FE-predicted contact varied with the loading activity
�Fig. 6 bottom row�. The majority of contact occurred along the
lateral aspect of the acetabulum for all three loading activities

and acetabular cartilage was thickest in the
.
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Fig. 4 FE-predicted and experimentally measured average
pressure „left y-axis… and contact area „right y-axis…. FE models
tended to overestimate average pressure and to underestimate
contact area during simulated walking and descending stairs.
There was excellent agreement between FE predictions and ex-
perimental measurements for stair-climbing. Error bars indi-
ral
cate standard deviation.
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Fig. 6 bottom row�. The contact area moved from anterior to
osterior as the resultant load vector changed from shallow exten-
ion during descending stairs to more moderate flexion angles
uring walking and stair-climbing �Fig. 6 bottom row�.

Misalignment and Magnitude Errors. Difference images, cal-
ulated prior to manual alignment between FE synthetic and ex-
erimental films, further clarified the degree of qualitative agree-
ent between FE synthetic and experimental films �Fig. 5 bottom

ow�. Differences in contact pressure were greatest for descending
tairs and were least during stair-climbing �Fig. 5 bottom row�.
verall, misalignment errors were less than 7% �Table 1�. The

Fig. 5 Top row: Experimental film
sults are shown…. Bicentric patterns
lated walking and descending stairs
served during stair-climbing. Midd
predicted monocentric, irregularly sh
Difference images, indicating locatio
the models. The best qualitative corr
Note that FE synthetic films and d
manual alignment with experimental

Fig. 6 FE-predicted contact pressu
„bottom…. Acetabular cartilage conta
posterior as the equivalent joint reac
extension during descending stairs
The highest contact pressures prima

the acetabulum.

ournal of Biomechanical Engineering
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rotations and resulting translations of the experimental film fidu-
cials required to minimize RMS errors were less than 3 deg and
5 mm for walking and stair-climbing but were substantially higher
for the descending stairs case �22 deg and 9 mm� �Table 1�.

Following manual alignment, residual RMS errors were on the
order of 30%. As suggested by the difference images, errors were
greatest for descending stairs and least for stair-climbing �Fig. 5
bottom row�. When RMS error was plotted in 2 MPa pressure
bins, RMS errors decreased to around 10-15% at the maximum
bound of pressure analyzed �8–10 MPa�. This finding indicates
that FE models were best suited for predicting the higher stressed

ntact pressures „representative re-
ontact were observed during simu-
hile a monocentric pattern was ob-
row: FE synthetic films. Models

ed patterns of contact. Bottom row:
where contact was not predicted by
ondence was during stair-climbing.
rence images are shown prior to
ults.

on the femur „top… and acetabulum
pressures moved from anterior to
force vector changed from shallow

deep flexion during stair-climbing.
occurred near the lateral region of
co
of c
, w
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egions of cartilage, corroborating the good qualitative correspon-
ence between FE synthetic and experimental films in these loca-
ions �Fig. 5�.

Differences in COP locations, as calculated over the entire film
etection range, were less than 10 mm �Table 2�. The smallest
ifference in the COP occurred for stair-climbing, while the larg-
st difference occurred during descending stairs. In general, COPs
or the FE models were directed more lateral ��� and anterior ���
o experimentally measured COPs.

Sensitivity Studies: Cartilage Material Properties and
hickness. Changes of �50% to the shear modulus resulted in
pproximately a �30% change in FE predictions of peak pres-
ures, while changes in average pressure and contact area were
round �10% �Fig. 7 top left�. Lowering the cartilage Poisson’s
atio from �=0.5 to �=0.495 did not have an appreciable effect
Fig. 7 middle left�. However, a further decrease in Poisson’s ratio
o 0.452 resulted in a 25% decrease in peak pressures, while
hanges in average pressure and contact area were less than 10%
Fig. 7 middle left�. Altering the thickness of femoral and acetabu-
ar cartilage ��10% change average cartilage thickness� resulted
n less than a �10% change in FE predictions �Fig. 7 bottom left�.
MS differences between base line and all cartilage sensitivity

tudy results were approximately 6.5%, indicating that the spatial
istributions and magnitudes of contact pressure did not change
ubstantially.

Sensitivity Studies: FE Boundary Conditions. Rigid bone
odels decreased computation times from �2 h to less than

0 min. Representing the bones as rigid structures affected both
he magnitude �Fig. 7 top right� and spatial distribution �Fig. 8� of
artilage contact pressure, but the degree of effect depended on
he loading activity. RMS differences in synthetic films between
ase line and rigid bone models averaged �29.2�5.5�%. FE pre-
ictions of peak pressure, average pressure, and contact area were
ltered but also varied according to the loading scenario analyzed
Fig. 7 top right�. When the rigid constraint on the pubis joint was
emoved, FE predictions changed on the order of −15 to +5%
Fig. 7 middle right�. Finally, when the trabecular bone was re-
oved, i.e., only the cortical shells supported the cartilage,

hanges in FE predictions ranged from −25% to +5% �Fig. 7
ottom right�. Average RMS differences between base line results
nd the latter boundary condition sensitivity studies were only
.1%.

Table 1 FE misalignment and magnitude er
reduction in total RMS error after the synthet
error between FE and experimental films. M
alignment. The rotations required to align res
the film fiducials are shown.

Misalignment RMS
error �%� ��SD�

Magnitu
error �%

Walking 0.24 �0.11� 32.03
Descending stairs 6.59 �2.58� 33.75

Stair-climbing 2.49 �2.51� 26.74

able 2 Differences in centers of pressure between synthetic
E and experimental films „negative=lateral/posterior,
ositive=medial/anterior…

Center of pressure difference �mm�

Medial/lateral ��SD� Anterior/posterior ��SD�

Walking −6.88 �1.34� 7.22 �1.39�
Descending stairs −7.92 �0.32� 8.09 �0.86�

Stair-climbing 0.14 �0.196� 3.08 �0.93�
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Discussion
To our knowledge this is the first study to validate FE predic-

tions of cartilage contact pressure with experimental measure-
ments using a cadaveric human hip joint. The purpose of devel-
oping and validating a subject-specific model was to ensure that
the chosen computational protocol could produce a model capable
of predicting in vitro cartilage contact pressures. The FE model
provided very reasonable predictions of both the spatial distribu-
tion and magnitude of cartilage contact pressure under the simu-
lated loading conditions. Excellent predictions were obtained for
simulated stair-climbing. The posterior aspect of the bicentric ex-
perimental contact pattern was not predicted by the FE model for
walking and descending stairs. Nevertheless, the magnitude of
pressure in these locations was low in comparison to the anterior
region where the FE models provided more reasonable correspon-
dence.

Small manual rotations of the pressure film were necessary to
minimize RMS errors for simulated walking and stair-climbing. In
contrast, the descending stair case required a substantial amount
of manual rotation �Table 1�. It is likely that the majority of mis-
alignment error was due to the method of digitizing the film fidu-
cials during the experiment. It was necessary to move the linear
actuator up by �20 mm to access the film markers. It was as-
sumed that this displacement resulted in a perfect vertical transla-
tion for purposes of defining the marker coordinates, but when the
coordinates were plotted relative to the translated model they did
not reside on the surface of the cartilage. This offset was minor
during walking and stair-climbing but was greater during descend-
ing stairs. The femur was in extension for this loading activity and
when the translation was applied, the femoral neck would have
contacted the edge of the acetabulum, resulting in an offset of the
film marker coordinates. Contact in this location would not have
occurred with the hip in moderate and deep flexion during walk-
ing and stair-climbing.

The finding that RMS magnitude errors decreased when the
bounds of pressure were increased suggests that the models were
best suited for predicting localized “hot spots.” Therefore, the
modeling strategies developed herein may be well suited for pre-
dicting the primary region of contact, which may be sufficient for
many patient-specific modeling applications.

FE predictions of average pressure and contact area were not
overly sensitive to changes in the cartilage shear modulus, bulk
modulus, or thickness ��10% �. However, greater changes in peak
pressure were noted �up to �25%�. This finding demonstrates that
peak pressure prediction requires more accurate model inputs for
cartilage geometry and material properties than for average pres-
sure prediction.

Computational models of the hip have often represented bones
as rigid structures �12,44�, which is an attractive simplification
because solution times are greatly reduced. The present study
demonstrated that the assumption of rigid bones can alter predic-
tions of cartilage contact stresses in the hip. The effect is modu-
lated by the specific boundary and loading conditions in the
model. Because the consequence of the rigid bone assumption

s. Misalignment error was calculated as the
lms were manually rotated to minimize RMS
itude error was the residual error following
and associated changes in the positions of

MS
SD�

Rot X �deg�
��SD�

Rot Z �deg�
��SD�

� position
mm ��SD�

6� 2.37 �1.00� −0.77 �0.38� 2.26 �2.22�
0� 1.60 �1.13� −22.55 �1.06� 9.31 �0.34�
4� 3.05 �6.86� 2.65 �7.70� 4.73 �0.00�
ror
ic fi
agn
ults

de R
� ��

�0.2
�2.9
�0.1
cannot be assessed without a direct comparison to the case of
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eformable bones, investigators should use caution when repre-
enting the bones as rigid for modeling cartilage contact mechan-
cs in the human hip.

Although the contralateral pelvis was left intact in the experi-
ental study, the FE models assumed that the pubis joint was

igid. The results of the sensitivity study that removed the pubis
onstraint demonstrated only minor differences in FE-predicted
artilage contact mechanics, thereby giving credence to this model
ssumption. While this simplification was warranted for the cur-
ent study, it may not be appropriate for models where load is
irected more medially �e.g., simulations of side-impact loading
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Since the reported elastic modulus of trabecular bone is orders
of magnitude less than cortical bone, we investigated whether or
not trabecular bone needed to be represented in the models. The
results of the sensitivity study suggest that it plays a small me-
chanical role with regard to cartilage contact stresses. Therefore,
for patient-specific modeling applications it may be appropriate to
exclude trabecular bone, assuming that similar boundary and load-
ing conditions are assigned.

Experimental studies have used pressure sensitive film to mea-
sure hip joint contact pressures under similar loading conditions

Pe
rc

en
tC

ha
ng

e

-30

-25

-20

-15

-10

-5

0

5

10

PeakPressure
AveragePressure
Contact Area

W DS SC

Trabecular Bone Removed

Pe
rc

en
tC

ha
ng

e

-15

-10

-5

0

5

PeakPressure
Average Pressure
Contact Area

W DS SC

Pubis Joint Free
Pe

rc
en

tC
ha

ng
e

-60

-40

-20

0

20

40

60

80

100

120
PeakPressure
AveragePressure
Contact Area

pressure, and contact area due to alterations
mn: Effect of cartilage material properties and
ar modulus by ±1 SD. Middle left: Effects of
bulk to shear ratios…. Bottom left: Effects of

te standard deviations over the three loading
ry conditions. Top right: Effects of a rigid bone
ving the pubis joint constraint. Bottom right:
FE analysis. W, DS, and SC indicate walking,

.

age
olu
she
0:1
ica
da

emo
the
ely
�8,13,14�. Peak pressures measured by von Eisenhart-Rothe et al.

OCTOBER 2008, Vol. 130 / 051008-7

E license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�
b
s
t
�
b
i
r

a
d
g
s
�
T
B
i
o
t
d
o
s
b

a
c
i
c
u
p
s
p
m
a
r
o
c
M
o
m

t
B
c
c
c
t

.

0

Downloa
13� ranged from 7 MPa at 50% body weight to 9 MPa at 300%
ody weight, in fair agreement with the results of the current
tudy. Bicentric, horseshoe shaped patterns extended from the an-
erior to posterior aspect of the femur were noted �13�. Afoke et al.
8� measured peak pressures on the order of 10 MPa at 350%
ody weight and the anterorsuperior surface of the cartilage was
dentified as an area of high pressure �8�. All of these studies
eported irregular, nonsymmetric pressure distributions �8,13,14�.

Large differences in material properties, geometry, and bound-
ry conditions make it impossible to directly compare the FE pre-
ictions from this study with prior modeling studies, but some
eneral trends can be identified. Nearly all FE hip joint modeling
tudies to date have used two-dimensional, plane strain models
9,12,21,44� with either rigid �12,44� or deformable bones �9,21�.
o our knowledge, the earliest FE contact model was reported by
rown and DiGioia �9�. In this study, FE-predicted pressures were

rregularly distributed over the surface of the femoral head. Values
f peak pressure were on the order of 4 MPa at loads representa-
ive of those applied in the current study. Rapperport et al. �21�
eveloped a similar model that predicted peak pressures on the
rder of 5 MPa at 1000 N of load. Using rigid bone models re-
ulted in predictions only slightly different than the deformable
one model

Macirowski et al. �12� used a combined experimental/analytical
pproach to model fluid flow and matrix stresses in a biphasic
ontact model of a cadaveric acetabulum. To our knowledge, this
s the only previous FE study to explicitly model the acetabular
artilage thickness. The acetabulum was step loaded to 900 N
sing an instrumented femoral prosthesis, yielding peak contact
ressures on the order of 5 MPa. When the experimentally mea-
ured total surface stress was applied to the FE model, average
redicted pressures �solid stress+fluid pressures� were approxi-
ately 1.75 MPa. The lower range of pressure used to determine

verage pressures was not specified, making it impossible to di-
ectly compare average results. However, scaling the applied load
f our model to 900 N and assuming a lower bound of 0.3 MPa to
alculate average pressure �lowest pressure isobar indicated by
acirowski et al.� yields average pressures of 2.47�0.29 MPa

ver the three loading scenarios analyzed, which is in good agree-
ent with the predictions of Macirowski et al.
Yoshida et al. �20� developed a dynamic DEA model to inves-

igate the distribution of hip joint contact pressures using the
ergmann gait data. The model assumed spherical geometry and
oncentric articulation. Qualitatively, our predictions of primary
ontact during simulated walking, descending stairs, and stair-
limbing are in good agreement with the results of this study, but

Fig. 8 Contours of cartilage contac
„top row… and rigid bone FE models
tivities. The largest effect of the rigi
lated walking and descending stairs
he spatial distributions of contact were markedly different. Peak

51008-8 / Vol. 130, OCTOBER 2008
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pressures during walking, descending stairs, and stair-climbing in
the study by Yoshida et al. �3.26 MPa, 3.77 MPa, and 5.71 MPa,
respectively� were substantially less than those predicted in the
current study.

With the exception of the study by Macirowski et al., the FE
models developed herein predicted higher contact pressures than
previous FE and DEA studies. This discrepancy is most likely due
to the assumptions of spherical geometry and concentric articula-
tion in the prior computational studies. Although the literature
suggests that normal hips may be modeled as spherical structures
with concentric articulation �19,46�, the hip joint is not spherical
and cartilage thickness is not uniform �12,47,48�.

The aforementioned computational models assumed a cartilage
modulus ranging from 10 MPa to 15 MPa �9,21� yet cartilage was
given a base line modulus of �40 MPa �G=6.8 MPa� in the cur-
rent study. While one might expect that a higher modulus would
result in equivalently higher contact pressures, the results of our
sensitivity studies demonstrate that this is not the case, as changes
in the cartilage shear modulus of �50% resulted in only �25%
and �10% changes in peak and average contact pressures, respec-
tively. Even with a 25% reduction, peak pressures predicted in this
study were still nearly double those reported previously
�9,18–20�.

Several limitations of the current study must be mentioned.
First, only one model was developed, based on a single CT image
dataset. However, extensive sensitivity studies were conducted on
this single model to understand the importance of model inputs
and material properties. In the future, we plan to develop several
more subject-specific models to ensure that the protocol utilized
herein produces accurate models. Second, experimental loads
were based on average in vivo data from older patients who had
already undergone treatment for advanced hip OA. Given the
large interpatient variation in joint kinematics observed by Berg-
mann et al. �15,16�, the use of average loading data likely did not
accurately represent the actual kinematics for the specimen in this
study. Our approach is justified since the objective of the experi-
mental protocol was to apply realistic loading and boundary con-
ditions that could be reproduced in the FE simulations for model
validation.

Pressure film was chosen to measure cartilage contact pressures
in this study since �1� it is reasonably accurate �10–15% error
�49,50��, �2� it can be cut into rosette patterns to conform to highly
spherical surfaces �thereby preventing crinkle artifact�, and �3� it
is inexpensive and has been used extensively in prior studies of
hip joint contact stresses �8,13,14�. A limitation of film pressure
measurement is that the technique records a “high watermark”

ressure predicted by the base line
ttom row… for the three loading ac-

one assumption occurred for simu-
t p
„bo

d b
rather than measurements of dynamic pressures or the time-
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oading history �51,52�. However, film measurements have been
hown to be equivalent to the contact stresses resulting from an
ncompressible elastic analysis �53�, making the use of pressure
lm appropriate in the current study. Pressure film would not be
ppropriate for dynamic loading studies �e.g., simulations over
ntire gait cycle� since it is inaccurate in shear. However, predic-
ion of dynamic pressures was not a goal of this study. Rather, the
bjective was to predict cartilage pressures at peak joint reaction
orce in the gait cycle during static, unidirectional loading. Results
rom the pressure measurements indicate that contact occurred
eyond the perimeter of the film during simulated walking and
escending stairs. While it would be desirable to capture the entire
egion of contact, it was not feasible to do so using larger rosettes
s they caused excessive overlap and crinkle artifact during pilot
esting. Finally, it was found that all of the films were saturated,

aking it impossible to determine the true values of experimental
eak pressures. However, our pilot study demonstrated that the
ow range pressure film was the best choice for the experiment. In
ddition, less than 5% of the film pixels had saturated pressures,
uggesting that peak pressures were very close to the saturation
imit of the film �10 MPa�.

Removal of the labrum is noted as a potential limitation to this
tudy since this structure was healthy in the specimen tested. The
abrum was removed because �1� labral geometry could not be
istinguished from the CT data as a separate entity since it had the
ame image intensity as the adjacent cartilage and �2� labral tissue
roperties and a corresponding constitutive equation have not
een extensively reported in the literature.

The literature regarding the contribution of the labrum to hip
artilage mechanics is unclear �44,54,55�. Using pressure film,
onrath et al. �55� found no significant changes in contact area,
ean pressure, or maximum pressure in the anterior or superior

cetabulum and only noted a significant decrease in the maximum
ressure in the posterior acetabulum when the labrum was re-
oved. In contrast, an in vitro study by Ferguson et al. �54� dem-

nstrated that hip joints with the labrum removed consolidated
ore and had substantially decreased intra-articular pressures un-

er both constant and cyclical loads. As a precursor to including
he labrum in future FE modeling studies, it is clear that more
xtensive material testing is necessary to characterize the labrum’s
onstitutive behavior along with effective methods to distinguish
his structure from adjacent cartilage in the image data.

Although actions of individual muscles were not considered,
he equivalent joint reaction force was based on in vivo data
15,16�. The primary focus of the present research was to quantify
artilage contact pressures in the periacetabular region rather than
one stresses in areas where muscles were attached. Therefore, we
ould justifiably model the action of all muscles as a single
quivalent force vector acting through the hip joint.

Although cartilage exhibits biphasic material behavior �56�, it
as represented as incompressible hyperelastic in this study. In
itro studies suggest that fluid flow is minimal during fast loading
12,54�, making our assumption of incompressibility warranted
iven the loading rates used in the experiments. We recently dem-
nstrated the equivalence between biphasic and incompressible
yperelastic FE predictions during instantaneous loading �57�.
artilage also exhibits depth dependent material properties �58�,
ariation in stiffness over its surface �43,59�, and tension-
ompression nonlinearity �60�. Incorporating these aspects might
ave resulted in different, perhaps better, predictions of contact
tress magnitude and distribution. Future modeling efforts should
nvestigate the importance of these effects via sensitivity studies.

As discussed above, simplified analytical models or population
ased approaches to patient hip joint modeling have not yielded
redictions that are consistent with in vitro data. Although it is
ossible that these discrepancies are due to model assumptions, it
s difficult to pinpoint sources of error unless some reference stan-
ard �i.e., experimental data� is available for comparison. There-

ore, we believe that subject-specific modeling is a necessary pre-
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cursor to either population or patient-specific modeling. The
benefit of using a subject-specific approach first is that computa-
tional predictions can be directly compared to data obtained ex-
perimentally. The ability to directly quantify model accuracy is
lost in population or patient based studies as direct validation is
impossible. With a validated protocol in place it becomes much
more feasible to develop patient-specific models that provide
clinically meaningful data in teRMS of improving the diagnosis
and treatment of hip OA and for the study of pathologies such as
hip dysplasia.

In conclusion, our approach for subject-specific FE modeling of
the hip joint produced very reasonable predictions of cartilage
contact pressures and areas when compared directly to pressure
film measurements. Predictions were in good agreement with
other experimental studies that used pressure film, piezoelectric
sensors, and instrumented prostheses �8,12–14,61,62�. The sensi-
tivity studies established the modeling inputs and assumptions that
are important for predicting contact pressures. The validated FE
modeling procedures developed in this study provide the basis for
the future analysis of patient-specific FE models of hip cartilage
mechanics.
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